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ABSTRACT Determining the demographic characteristics of a person post-mortem is a fundamental task
for forensic experts, and the dental system is a crucial source of those information. Those characteristics,
namely age and sex, can reliably be determined. The mandible and individual teeth survive even the harshest
conditions, making them a prime target for forensic analysis. Current methods in forensic odontology rely on
time-consuming manual measurements and reference tables, many of which rely on the correct determination
of the tooth type. This study thoroughly explores the applicability of deep learning for sex assessment, age
estimation, and tooth type determination from x-ray images of individual teeth. A series of models that
use state-of-the-art feature extraction architectures and attention have been trained and evaluated. Their
hyperparameters have been explored and optimized using a combination of grid and random search, totaling
over a thousand experiments and 14076 hours of GPU compute time. Our dataset contains 86495 individual
tooth x-ray image samples, with a subset of 7630 images having additional information about tooth
alterations. The best-performing models are fine-tuned, the impact of tooth alterations is analyzed, and model
performance is compared to current methods in forensic odontology literature. We achieve an accuracy of
76.41% for sex assessment, a median absolute error of 4.94 years for age estimation, and an accuracy of
87.24% t0 99.15% for tooth type determination. The constructed models are fully automated and fast, their
results are reproducible, and the performance is equal to or better than current state-of-the-art methods in
forensic odontology.

INDEX TERMS Age estimation, sex assessment, tooth type determination, tooth numbering, convolutional
neural network, deep learning, forensic odontology, dental x-ray, image processing, medical image analysis.

I. INTRODUCTION

Dental remains are regularly the only evidence left in the
wake of violent crime and disaster scenarios. Forensic odon-
tology specializes in the analysis of dental remains to collect
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evidence and help identify the victims in those situations.
Those methods can also be used in other fields - for exam-
ple, archaeology, where those methods are used to study the
demographic makeup of a population through time, where
written records are missing or unreliable. Age and sex are
expressed in the human body and the dental system through
different indicators, which are primarily based on develop-
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ment, maturity, genetics, decay, and wear. No significant
changes happen to those indicators post-mortem, allowing
forensic experts to determine a person’s demographic infor-
mation at their time of death. In younger individuals, particu-
larly children, developmental indicators alone are sufficient
to determine the age within the range of a few months.
In adults, after all elements have fully matured, developmen-
tal indicators cannot be used to determine the age past a cer-
tain age, making the forensic tasks much more challenging to
solve. Likewise, indicators of sexual dimorphism decay with
age and wear, making it harder to distinguish the different
sexes in older individuals.

Current state-of-the-art methods for these problems in
forensic odontology are based on manual measurements and
reference charts. Those reference charts need to be created
for each population, and they need to be regularly updated as
changes to a population occur. Measurements are taken man-
ually, which additionally can introduce human error. Taking
those measurements also takes time, as an expert in the field
has to measure multiple indicators per human remain. For
methods that work with individual teeth, it is necessary to
determine the type of the tooth to properly apply current state-
of-the-art methods, which can be an issue if only individual,
displaced teeth are available.

In this study, we examine the use of convolutional neural
networks for the task of age estimation, sex assessment, and
tooth type determination. While we have done some prelimi-
nary research [1]—[3], this study solely focuses on individual
tooth x-ray images. Individual tooth images naturally con-
tain less information, as the jaw bone and other surrounding
tissue that can aid in age estimation is missing. This holds
true both for sex assessment and age estimation. We have
collected one of the most extensive datasets of individual
tooth x-ray images in literature, and we uniquely have a
test set with annotated tooth status information. To develop
automated, accurate, and fast image analysis models, we have
trained and evaluated 1570 models which use state-of-the-art
architectures as their feature extractor paired with attention,
thereby leveraging years of vision-model research and evalu-
ating the applicability of modern, highly complex models for
single-tooth forensic odontology tasks. In addition to tackling
individual tooth x-ray images with direct sex assessment and
age estimation, which is a topic not well explored for auto-
mated image analysis in forensic odontology, we have devel-
oped accurate models for tooth type determination for four
different classification systems, which can be used in con-
junction with classical forensic odontology methods. We also
show that models specialized per tooth type, which is com-
mon in current forensic odontology methods, and multi-task
models, which are common in medical image analysis, do not
perform better than general, single-task models. Attention
was also tested, as current image analysis literature reports
performance improvements, and we show that in our use-
case, attention models underperformed. In a departure from
current forensic odontology research, our models are trained
to handle non-perfect teeth. With the test set having tooth
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status annotations, we have done a detailed analysis of the
impact and influence of alterations on model performance.
Finally, we compare our results with current state-of-the-art
manual and automated forensic odontology methods.

This paper is structured as follows. First, in Section II
we present the current state of forensic odontology for age
estimation, sex assessment, and tooth type determination in
literature. In Section III, we give an overview of our dataset.
After that, in Section IV, we explain our methodology, which
includes an explanation of model construction, model train-
ing, hyperparameter search, and fine-tuning. We conclude
this study with a showcase of the achieved results (Section V)
and the analysis of those results together with a comparison
to the current state-of-the-art (Section VI).

Il. RELATED WORKS
Forensic odontology has a long history, particularly for age
estimation and sex assessment tasks. Tooth type determi-
nation is less storied, as the question of precise tooth type
arose with newer scientific methods. Early works back in
1837 show that dental indicators are helpful for age estima-
tion [4]. Research has shown that the sex of a person can
be determined with 100% accuracy when the entire skele-
ton is present [5], which is sadly a luxury in the field of
forensics. Post-mortem changes, decay, and decomposition
are the slowest for dental tissue, and the dental system is
one of the most resilient parts to external force, making
those remains the prime candidate for forensic analysis [6].
Early work has a major drawback — they use a destructive
approach that either requires the destruction of remains (and
therefore evidence), or it requires the removal of a tooth from
a living person, which is unacceptable [7]. With the rise of
radiographic imaging, destructive approaches have fallen out
of favor, and radiography-based approaches outperform their
destructive counterparts in performance [8]-[12]. As noted in
more recent research, forensic odontology methods are devel-
oped and analyzed from the point of view of perfectly healthy
teeth, namely ‘“‘intact mandibles, without any pathology, loss
of mandibular molars, or anomalous molars and teeth’ [13].
Age estimation research in forensic odontology was first
heavily researched during the introduction of child labor pro-
tection laws, as children were forced to work and those laws
were frequently avoided. Early work describes development
charts in either ten [14] or eight [15] stages, which shows
what the expected age of a child with a given development
status would be. There have also been attempts at modeling
a linear relationship between some orthopedic measurements
and age [16]. These approaches worked, and research later
confirmed that the dental development schedule is defined
strictly genetically, which is why age in children can be
estimated with an error measured in months [17]-[19]. This
highlights an observation — age estimation in children (up
to 17/18 years) is a solvable problem with guaranteed low
errors. Most research on age estimation in children confirms
this, with their error being measured in months rather than
years [14]-[16], [20].
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This is not the case for adult samples, as all develop-
ment ceased at that point. In modern forensic odontology for
adults, three methods can be considered foundational. Most
research in “classical” forensic odontology is based on one
of those methods, with either minor improvements or the
determination of optimal parameters for those methods given
a particular population. The first foundational study [21]
describes a model for adult age estimation based on the
measurements of the dental pulp cavity. They discovered
that secondary dentine deposits slowly reduce the dental
pulp cavity with age, and this correlation can be used to
estimate the age. The second foundational study is based
on the tooth-coronal index [22], which again correlates the
coronal pulp cavity with chronological age [23]. The third
and nowadays most used method [24] establishes a model
for age based on measurements of a single-rooted tooth,
specifically the single-rooted maxillary right canine. Those
methods formulate a linear model and then determine the
optimal parameters for age estimation based on their data.
Population specific research shows that those models hold
true, but that different populations have a different set of
optimal parameters [25]-[31]. This implies that those models
not only have to be tailored to specific populations, but also
have to be maintained and updated over time as systemic
changes in the population happen due to advances in dental
health. A systematic review of dental age estimation research
confirms that modern forensic odontology age estimation
research can be categorized into those three studies [32].

Sex assessment, too, has significantly advanced in recent
times. Most methods are based on mandibular parameters, for
early work to more recent, and therefore require the entire
jaw to properly assess the sex [33]-[37]. Moreover, while
the jaw and dental tissue are very resilient to decay and
external force, oftentimes, teeth are the only evidence left
behind [6]. Modern forensic odontology literature suggests
that sex assessment from individual teeth is not indepen-
dently feasible and should only be used in conjunction with
other methods to form a strong consensus [38], [39]. Specifi-
cally, [38] claims that single-tooth sex assessment methods
cannot exceed 80% accuracy. A systematic review of sex
assessment in forensics literature [40] shows that methods
either use the significant parts of the skeleton, biochemical
analysis of remains, or dental remains (odontometric). For
dental remains, measurements are taken directly, from a cast,
or from radiographic imaging. While reported results col-
lected in the systematic review vary in range, population, age,
and sample size, most adhere to the findings of [38], espe-
cially those studies with higher Quality Assessment Scores.
Specifically for sex estimation based on x-ray images, one
study achieved an accuracy between 68% and 80% [39] with
a sample size of 200 by using measurements of mandibular
teeth, and another study [41] achieved an accuracy of 83.3%
with a sample size of 60 by using diagonal measurements.
While the systematic review is from 2017, newer studies use
a similar approach and achieve similar results [42]. Similarly
to age estimation, the parameters of the established models
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can be adjusted to improve accuracy on different popula-
tions [43]-[50].

Deep learning has revolutionized the field of computer
vision. This revolution has not gone unnoticed in medical
research, with deep learning being used to create tools that
improve healthcare outcomes and diagnosis success [51].
These methods are slowly reaching dentistry, too, with early
research showing promise with tooth detection [52], segmen-
tation [53], [54], and a multitude of other tasks, as can be seen
in a recent review study [55]. There are also approaches that
explore the usage of optical coherence tomography for dental
diagnosis, which can provide tooth status information in an
noncontact and noninvasive manner [56]. Another approach
estimates dental parameters directly, albeit for orthodontic
assessment [57]. Still, this highlights the trend and need
for automation of manual measurements and estimations in
dentistry and dentistry-related fields. Some research into deep
learning has been done for forensics, too, with studies devel-
oping models for estimating the age of entire skeletons [58].
Other approaches tackle human identification directly by
matching panoramic dental x-ray images using neural net-
works and attention [59].

Age estimation from dental remains has also been tackled
in recent studies. A study with a custom-designed neural
network and a dataset mainly consisting of child and adoles-
cent panoramic dental x-ray images achieves a mean absolute
error of 2.84 & 3.75 years [60]. Another study evaluated the
feasibility of deep learning for the classification of archae-
ological samples from the 11th century into age groups,
achieving an accuracy of 73% [61]. In our previous study,
we designed models for age estimation in adults based on
panoramic dental x-ray images, achieving a mean absolute
error of 3.96 years and achieving mean absolute errors in
the range between 6.30 to 8.68 years on a family of models
adapted for single tooth images [2]. Approaches that classify
samples into age groups instead of estimating the age directly
are also becoming more popular, with studies focused on
the first molar [62] achieving an accuracy between 89.05%
to 90.27% with their three-class approach (“‘children and
adolescents (ages 0-19), young adults (ages 20-49), and
older adults (age > 50 years)”). Studies classifying child
samples [63] into Stages D to H of the Demirjian develop-
mental groups [15], achieving an accuracy of 82.50%. A new
study combines the classical approach of manual measure-
ments of indicators with the modeling capabilities of deep
learning [64], achieving an error between 2.34 and
4.61 months for their child and adolescent samples.

Sex assessment has also been explored. In our earlier
study, we have constructed a sex assessment model based
on panoramic dental x-ray images, which achieves an accu-
racy of 96.87% =+ 0.96% [1]. Another study evaluated their
deep learning model, achieving an accuracy between 90%
and 96% for adult samples and an accuracy of 84% for
child and adult samples cumulatively [65]. A multiple feature
fusion model was later developed, achieving an accuracy
of 94.6% + 0.58% on their dataset of 19976 panoramic

VOLUME 10, 2022



D. MiloSevi¢ et al.: Comprehensive Exploration of Neural Networks for Forensic Analysis

IEEE Access

dental x-ray images [66]. Our initial study for the assess-
ment of sex based on individual tooth x-ray images [67]
achieves an accuracy of 72.68% on all samples, and pre-
liminary results on a small subset of clinically perfect teeth
achieved an accuracy of 85% with the same model. With a
sample size of 1000 panoramic dental x-ray images, a study
employing ResNet50 [68] and denoising claims an accuracy
of 98.27% [69].

Tooth type determination is often done as part of the output
of tooth detection models. For example, [52] is primarily
concerned with tooth detection. However, they still achieve
an accuracy of over 90% with their modified variant of
AlexNet in a three-class approach (canine & incisors, pre-
molars, and molars), with a sample size of 100 panoramic
dental x-ray images. Another example is [70], where the
authors use projection profile analysis and achieve an over-
all accuracy of 92.54% classifying teeth into four types.
In a similar vein, [71] use Faster R-CNN with a dataset of
1250 panoramic dental x-ray images to achieve a tooth type
determination accuracy between 71.5% and 91.7%. In our
preliminary study, we achieved an accuracy between 91.13%
and 97.83% for individual tooth x-ray images, for the 4, 8,
16 and 32 class approach [3].

This study is a continuation and exhaustive examination
that started with our previous research, which focuses on
individual tooth images. Our age estimation study [2] was
primarily focused on age estimation from panoramic dental
x-ray images. In that study, individual tooth x-ray images
were evaluated too, and while the model was trained on
individual tooth x-ray images, its hyperparameters were opti-
mized for panoramic dental x-ray images. In this study, the
sole focus is on individual tooth x-ray images. While the
approaches to model discovery have similarities, this study
extends the search with more experiments. Those experi-
ments work solely with individual tooth x-ray images instead
of panoramic dental x-ray images, and the basic grid search
strategy has been extended with random search. Age esti-
mation from panoramic dental x-ray images and individual
tooth x-ray images are similar tasks applied in different sce-
narios. Estimation from individual teeth performs worse than
the panoramic dental x-ray counterpart due to significantly
less information in the input image. Additionally, in con-
trast to [2], this study not only performs hyperparameter
tuning specifically for individual tooth x-ray images but also
takes into account age estimation of imperfect, damaged,
or otherwise altered teeth and provides a detailed analysis of
the impact tooth alterations have on age estimation perfor-
mance. For sex assessment, our preliminary study has been
extended with the evaluation of a broader range of models
with more experiments [67]. Finally, our preliminary study
for the determination of tooth type [3] has in this study
been fully extended, constructing a model on a much broader
toolset, and using a significantly larger dataset. This study
also improves upon the analysis of all our previous work with
the examination of the impact of tooth alteration on prediction
performance.
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FIGURE 1. Randomly selected samples of individual teeth. Individual
teeth are clipped from the panoramic dental x-ray image by their
bounding box.

lll. DATA

Our dataset consists of 86495 individual tooth images orig-
inating from 2899 panoramic dental x-ray images. The ratio
of female to male samples is 59.03% to 40.97%. The dataset
contains only adult samples, with ages ranging from 19 to
86 years. The samples are moderately biased towards younger
samples, with the average age being 38.41 years. Some exam-
ples of individual tooth images and their possible alterations
can be seen in Figure 1. The distribution of samples across
age and sex can be seen in Figure 2.

The samples belong to the collection of the Department of
Dental Anthropology School of Dental Medicine University
of Zagreb. The use of this collection for research purposes
has been approved by the ethics committee School of Dental
Medicine University of Zagreb.

Dentistry experts have provided annotations of individual
tooth position and type for each tooth in those panoramic
dental x-ray images. The position is given as a bounding
box around each tooth. Tooth type information is provided
using the FDI dual notation system (ISO-3950 notation) [72],
which is the standard used in dentistry and forensic odon-
tology. Additionally, for a subset of 7630 images, status
annotations were provided. A tooth status annotation contains
the information about any alterations, namely tooth decay,
fillings, root canal fillings, crowns, bridges, tooth germs,
leftover roots, dental implants, missing teeth, and crowns.
The distribution of alterations is not uniform, with missing
teeth, fillings, root canal fillings, and tooth decay being the
most numerous. To avoid inconclusive or misleading results
due to the small sample size, we have grouped tooth germs,
leftover roots, dental implants, bridges, and crowns into one
category, referred to as “Other” in this study. A tooth can
have one alteration, multiple alterations, or no alterations at
all. In our dataset, 66.37% have no alterations, 27.93% of
all teeth have at least one alteration, 5.10% have at least two
alterations, 0.59% have three alterations, and 0.01% have four
alterations.

From a technical point of view, the raw x-ray readings
are converted into 8-bit images in JPEG format. As the
samples are taken with different orthopantomographs, the
resulting images have a resolution of 1127 px to 3260 px
in width dimension and 553 px to 1536 px in the height
dimension. Individual tooth images are then clipped out of
the panoramic dental x-ray image and stored separately. Teeth
come in different shapes and sizes, with premolars and molars
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Sex
mm Male
s Female

Number of teeth

0
[18, 20)

[20,25) [25,30) [30,35) [35,40) [40,45) [45,50)

[75, 80)

[50,55) [55,60) [60,65) [65 70) [70,75) [SO,IBSI [85:90]

Age groups

FIGURE 2. Distribution of samples in dataset per age and sex. A decrease in samples with age can be observed, as well as a slight bias towards
female samples (59.03% to 40.97% overall female to male ratio). The difference in sample count per sex diminishes with age.

having an aspect ratio around 1:1, while incisors and canines
have an aspect ratio heavily in favor of height. Nevertheless,
no individual tooth exceeds a size of 528 px in either the width
or height dimension.

Given that natural size limitation, for training each indi-
vidual tooth image is placed in a 528 px by 528 px empty
image randomly, in such a manner that the entire tooth is
visible. This ensures that no part of the tooth is left out and
that the original information of the image is not distorted
by rescaling, while at the same time allowing for additional
variance in the dataset to prevent overfitting. We have chosen
the image background to be black, seeing that our previous
experiments show that the choice of background does not
influence performance [1]. For evaluation, tooth images are
placed centrally in the 528 by 528 px canvas, ensuring that the
validation and test set are always the same, and that results are
comparable between epoch, and between experiments. In our
previous studies [1], [2] we applied no procedural variation,
and images were resized to 512 by 512 px.

The target data (age, sex, tooth type) is transformed into
the appropriate form required for training. For classification
tasks (sex, tooth type), the annotation is encoded as a one-
hot vector. For age estimation, which is a regression task,
the age is represented as a floating-point number of years.
This number is, for our dataset, in the range of 19 to 86.
Preliminary experiments have shown that normalizing the age
to a number between 0 and 1 does not influence performance,
and we have therefore chosen not to rescale the ground-truth
data.

Tooth type classification presented another challenge.
While FDI dual notation system (ISO-3950) [72] is the stan-
dard for tooth numbering, research in forensic odontology
uses a few different classification approaches. As per ISO-
3950, each tooth in adults is identified by two numbers - the
quadrant it resides in and its position within that quadrant,
resulting in 32 classes. Another numbering system used is
the differentiation between maxillary and mandibular teeth
and their position within their quadrant, without a left-right
differentiation [21], [24]. For example, by this classification
system both maxillary canines are considered the same class.
This results in 16 classes total. The differentiation between
maxillary and mandibular teeth is sometimes dropped, result-
ing in an 8-class system. Finally, teeth can be differenti-
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ated into four basic types: incisors, canines, premolars, and
molars. As every choice has its merits, and for the sake of
completeness and comparability, we have chosen to design
models and evaluate the performance of every mentioned
classification system.

The dataset is separated into multiple parts. One part is the
training dataset, which is used to learn the parameters of the
deep model. It consists of 80% of the data. The remaining
data is separated into a validation and a test dataset, which
comprise 11.18% and 8.82% of the data, respectively. The
validation set is used to evaluate the feasibility of a deep
learning approach, be it the model used or any hyperparam-
eter involved in the experiment. The test set is a subset of
the data evaluated only once, after the best models have been
selected and fine-tuned. These results are used to report the
final performance, as this data could not have influenced any
research decision and thereby biased the results. The unusual
split between validation and test is due to the availability
of annotated status data. There is no overlap in the sam-
ples between sets. Annotations of tooth status are limited in
number, as their creation requires experts in the field, and
it requires a lot of time. We have thus decided to use all
7360 samples with tooth status annotations as the test set,
which totals in 8.82% of the dataset. As we have a very
limited amount of status data, we cannot verify, without a loss
of data, that the distribution of alterations is equal in the train,
validation, and test set. However, given the sample size, the
measured impact of alterations should not be influenced by
this. A few pairs of images belong to the same person but are
taken some time apart. Those pairs have all been placed in
the train set to avoid any kind of bias or data leakage in the
results.

A detailed overview of tooth status annotations is given in
Table 1.

IV. METHOD

In this study we examine the performance of deep learn-
ing models for the forensic tasks of age estimation, sex
assessment and tooth type determination from x-ray images
of adult individual teeth. Those x-ray images are extracted
from panoramic dental x-ray images, and then processed as
described in Section III. A deep convolutional neural net-
work model with optional attention is used as the base for
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TABLE 1. Detailed overview of data samples per age group. While the entire dataset consists of 86465 individual tooth images, the test set with status
annotations is a subset of 7630 images. As can be seen, the number of samples, and therefore status annotations, diminishes with age.

Age group Female Male Missing Root canal fillings Filling Tooth decay Other alterations
[18, 20) 376 255 0 0 0 0 0
[20, 25) 7187 4709 50 56 207 37 11
[25, 30) 9149 5327 133 85 414 89 23
[30, 35) 8635 5170 100 43 313 44 17
[35, 40) 7437 5272 76 60 261 32 45
[40, 45) 5803 4123 135 75 251 57 57
[45, 50) 3441 2805 24 10 29 8 5
[50, 55) 3271 2275 38 26 76 7 46
[55, 60) 2348 1777 44 7 38 12 7
[60, 65) 1715 1623 0 0 0 0 0
[65, 70) 791 981 0 0 0 0 0
[70, 75) 668 665 0 0 0 0 0
[75, 80) 180 331 0 0 0 0 0
[80, 85) 55 96 0 0 0 0 0
[85, 90) 0 30 0 0 0 0 0
Total 51056 35439 600 362 1589 286 211

exploration. We have invested 14076 hours of GPU compute
time to search for the best performing model hyperparame-
ters. We evaluate the difference between models specialized
by tooth type and ‘““general” models (models that estimate
on any single tooth image), as well as the performance of
so-called joint models - models that perform two or more of
the forensic tasks simultaneously. As shown later, the joint
models did not perform as well as expected, and this study
is therefore focused on single task models. The best per-
forming models are then fine-tuned, and then evaluated with
metrics conventionally used in forensic odontology studies.
The results are then analyzed per age group, tooth type and
tooth alterations to determine any weak points or biases of the
models. A visual summary of the entire research process an
be seen in Figure 3.

A. MODELS

All models developed during this study follow the same
“meta-model.” Each model consists of a feature extractor,
followed by a 1 x 1 convolutional layer and optional attention
mechanism, converted into a feature vector by flattening or
global average pooling, ending in two fully-connected layers.
All activation functions in the models are ReLU [73], except
for sex assessment and tooth type determination, which use
the softmax activation for the final layer, as they are classifi-
cation tasks.

The feature extractor is an architecture proven to work
well in literature. Specifically for this study, the following
architectures were evaluated: DenseNet201 [74], Inception-
ResNetV2 [75], ResNet50 [68], VGG16, VGG19 [76] and
Xception [77]. Transfer learning was taken into considera-
tion [78]. Given the large size of our dataset, we have done
preliminary experiments to determine if transfer learning
is beneficial. Results have shown that there is no signifi-
cant difference between transfer learning and learning from
random initialization if the feature extractor parameters are
updated during training, nor is there a difference in time to
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convergence. In [2], we have shown that transfer learning
does improve overall performance on full panoramic dental
x-ray images. We assume that the difference arises from the
size of the dataset. The feature extraction architectures have
a high enough capacity to solve the posed problems, but the
domain of individual tooth x-ray images is too different from
the domain of natural images found in ImageNet, leading
to a position where the pretrained weights are “‘effectively
random” for this specific use case.

The following 1 x 1 convolutional layer is used to change
the number of channels in the final feature map. While the
added value of this layer is diminished by the fact that the fea-
ture extractor weights are updated during training (contrasted
to [2]), its presence still allows for an additional dimension
in the hyperparameter space that significantly impacts the
performance of the model. The 1 x 1 convolutional layer
is followed by an optional attention mechanism [79]. In this
case, optional means that the presence of the attention mech-
anism is a hyperparameter.

The final two fully-connected layers are the final estimator
of the model. The size of the first fully-connected layer is a
hyperparameter, and it is tuned specifically for each task. The
size of the second fully-connected layer is determined by the
output shape of the task target. For age estimation, the last
fully-connected layer is of size 1, for sex assessment it is of
size 2, and for tooth type determination it is either size 4, 8§,
16, or 32 depending on the classification system used.

In previous research, we have evaluated the applicability of
so-called specialized models. Those models are specialized in
the sense that they process only images of a particular tooth
type. The motivation behind this was two-fold. We wanted to
test the assumption that different tooth types have a different
enough morphology that the extracted features might conflict
and thereby decrease performance. Current state-of-the-art
forensic odontology research also defines different parame-
ters for different tooth types, as seen in Section II, further
reinforcing the motivation to evaluate this approach. In this
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FIGURE 3. A summary of the overall research process. The dataset of individual tooth images is prepared from expert annotations of panoramic
dental x-ray images, with a subset of images having tooth status annotations. A wide search space of model constructions is exhaustively
evaluated using grid and random search. The best models are then fine-tuned, and then carefully analyzed in general, and per different clinically

important properties.

study, with a large dataset and additional annotation about
tooth status, we determined that this specialization is unnec-
essary and, in some cases, decreases overall performance.

In addition to the in-depth exploration of deep learning
models for the individual forensic tasks, preliminary exper-
iments have been done to test some alternative approaches.
To further explore the idea of shared features, we have eval-
uated the feasibility of multi-task models. Multi-task models
are similarly structured to the models already mentioned, with
one convolutional feed-forward network for feature extrac-
tion followed by a two-layer fully-connected subnetwork.
This way, the model is able to discover shared features across
the tasks that might either enhance the performance or at least
reduce the number of computations required. Two different
variants have been evaluated for the fully-connected part. One
variant shares one intermediate fully-connected layer for both
decision layers, while the other has independent intermedi-
ate fully-connected layers. Direct assistance from the other
demographic information was also evaluated. A series of
experiments were performed where the model would estimate
the age based on the x-ray image of the tooth and the sex of the
person. However, those experiments showed no improvement
in the best case and a decrease in performance in general.
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While there is a huge variablity of model structures, the
overall “‘meta-model” structure consists of 4 functional mod-
ules: feature extractor subnetwork, feature map depth scaling,
attention, and the fully-connected subnetwork. The overall
structure of these model variants are given on the example
of what was evaluated as the best model, which uses VGG16
as the feature extractor Figure 4.

B. MODEL TRAINING

Models can be trained in two different regimes. One is a fast
approach, used to get results close to the best performance
the model can achieve. This includes a higher effective learn-
ing rate and fewer epochs to train. The other approach is
“slow-and-steady,” where a model is given enough time to
carefully adjust its weights to achieve optimal performance.
The models are given significantly more time to train, and
the effective learning rate is lower. An in-depth description
of the fast approach can be seen in Section IV-C, and for the
slow-and-steady approach in Section IV-D.

Different loss functions are used for different tasks. Sex
assessment and tooth type determination are classification
tasks, and the loss function is categorical cross-entropy
(CCE). Age estimation is a regression task, and mean square
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FIGURE 4. Overall model structure, demonstrated with the feature extractor architecture of the on the best performing model. All models consist
of the same four functional modules: feature extractor subnetwork, feature map depth scaling (marked with * in the figure), attention [80], and
the fully-connected subnetwork. Averege pooling is using the same kernel size as max pooling (2 x 2). The figure demonstrates this structure on
using the single task variant and VGG16 as the feature extractor, as those performed best. Attention is show for demonstration purposes, and did

not feature in the final models.

error (MSE) is used as the loss function. For the multi-task
model, the respective loss functions are used, but they are
weighted and summed by individual hyperparameters. For
example, the total loss to train the multi-task model for sex
assessment and age estimation would be £ = CCE(x, y) +
AMSE(x,y). The hyperparameter A has been exhaustively
tested in the range [0, 1] for the multi-task model. As sin-
gle task models outperformed multi-task models, we do not
report multi-task model results, nor the optimal A choice.

C. HYPERPARAMETER SEARCH
Hyperparameters are parameters of the deep learning model
that cannot be learned during training. Research has shown
that hyperparameter optimization plays a critical role in
optimizing deep learning models [81]. We employ two dif-
ferent search strategies in this research - grid search and
random search. Both have their benefits and drawbacks. Grid
search [82] was used for age estimation and tooth type deter-
mination, while sex assessment used random search [83].

Grid search evaluates a set point of equidistant points,
while random search evaluates a set of randomly-uniformly
sampled points. Both methods search for the best-performing
model in a limited search space. To get a good overview of
the entire search space, grid search is the better approach.
It allows for a detailed examination and discovery of well-
performing subspaces. On the other hand, it is extremely
computationally expensive to evaluate such a high amount of
models.

Random search too evaluates points in a limited space, but
the points are chosen randomly. While that subspace may not
contain the global optimum of the solution, it will contain
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solutions of different efficacy. Looking at this situation from
a purely probabilistic point of view, the probability of find-
ing a point within a certain percentage difference range in
relation to the best possible solution in that subspace depends
on the number of sampled points. This assumes that small
differences in hyperparameters result in small differences
in performance, which for neural networks holds true [81].
Given these assumptions, to achieve a probability of p, that
at least one point is within p; tolerance range of the best
solution, 1 — (1 — p1)"* > p> holds true. For p; = 0.05 and
p2 = 0.95,n > 60.

Bayesian optimization was considered, but the sequential
nature of that approach made it infeasible for us to use. Both
mentioned search strategies have the benefit of points being
generated independently. This allows for the experiments to
be run in parallel, which drastically decreases the total real-
time required.

In our initial studies [1]-[3], [67] some form of hyperpa-
rameter search was done, either directly or indirectly. The
knowledge about the search space and sensible parameter
ranges were learned from our initial study on sex assessment
from panoramic dental x-ray images [1]. For age estimation,
in addition to running grid search over the entire search space
like in [2] for individual teeth x-rays only, we have evaluated
an additional 381 experiments with random search. For sex
assessment, we have evaluated an additional 256 experiments
with grid search to complete the random search we have done
in [67]. Tooth type determination in [3] was done on a smaller
dataset, and the search consisted of 64 experiments. In this
study, tooth type determination experiments were extended
with a random search of 256 experiments and a random search
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of 128 experiments. Additionally, for the multi-task model,
over 549 experiments were conducted, which resulted in a
total of 7796 hours of GPU time. As those models tended to
be bigger and more complex, their average execution time per
experiment was around 14 hours.

All these experiments are run with the fast training
approach. The effective learning rate is higher than during
fine-tuning, the models are trained for fewer epochs, and a
faster optimizer was used. To be precise, we used the Adam
optimizer [84] with a learning rate of 3.24 - 1073, B1 = 0.9,
B = 0999, ¢ = 1078, A = 0, and with training being
limited to 100 epochs for all three tasks. The number of
epochs is determined empirically, as preliminary results show
that convergence is reached in 40 to 60 epochs.

D. FINE-TUNING

Research shows that adaptive methods generalize worse than
stochastic gradient descent [85]. Additionally, research also
shows that different learning rate schedules can improve
performance when training with stochastic gradient descent.
In this study, we chose cosine annealing with warm
restarts [86] as the learning rate schedule. In preliminary
experiments, results for the same models were consistently
better when trained with this approach. In essence, that means
that for each epoch, the learning rate is determined with the
following expression:

1 Teur
Nt = Nmin + E (Mmax — NMmin) | 1 + cos T T

i

Here, 1, is the learning rate in epoch ¢, 7,,i, and 9y, are
the minimum and maximum learning rate, respectively, Ty,
is the current epoch in the period, and 7; is the number of
epochs in a period.

The fine-tuning of the best performing candidate mod-
els for each task was done by using Stochastic Gradient
Descent (SGD) and cosine annealing with warm restarts
as the training method, trained for 2048 epochs with
Mmin. = 1077, par = 1073, and T; = 50. The
number of epochs is determined empirically, as prelimi-
nary results have shown that convergence is reached within
600 to 800 epochs for panoramic dental x-ray images,
and within 1000 to 1600 epochs for individual tooth x-ray
images.

E. EVALUATION APPROACH

The results presented in this study are the model evaluations
on the test set, which contains detailed tooth status annota-
tions. This hold-out set was not used during any experiments
and was used only for the final evaluation of the fine-tuned
models. The test set is made of all the teeth images with
annotated interventions that we could obtain, which totals to
7630 images.

For age estimation, mean and median absolute error is used
as the evaluation metric. The mean absolute error shows the
statistically expected value of the error, while the median
absolute error gives insight into the model’s performance
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without the influence of extreme outliers. Both metrics are
regularly used in forensic odontology research related to age
estimation.

Both sex assessment and tooth type determination accuracy
are classification tasks. To properly evaluate their perfor-
mance, accuracy is used as the evaluation metric. Accuracy
describes the ratio of correctly classified samples and the total
number of samples. The F1 score is also calculated, which
allows further insight into the performance with regard to
any potential data imbalance. It is calculated as the harmonic
mean of precision and recall.

In addition to the general performance of the model, in this
study, we additionally examine the performance of each
model per age group, per tooth type, and per tooth status,
as well as the difference in performance on the complete
test set and the subset of teeth that have no imperfections.
By examining the model performance under all these differ-
ent conditions, we can determine the performance’s robust-
ness and identify the developed models’ weaknesses and
capabilities.

V. RESULTS

In this study, we have developed models for the tasks of
age estimation, sex assessment, and tooth type determination
based on x-ray images of individual teeth. We have evaluated
the performance of those models on a hold-out test set that
features not only a high sample count but also supplementary
tooth status annotations. The metrics are analyzed on the
entire test set and on subsets per age group, tooth alteration,
and tooth type.

Table 2 gives a summary of the overall performance and
performance per age group for each task and model for the
entire test set, and Table 3 gives the same summary but only
for healthy teeth without alterations. A detailed overview of
performance metrics per task can be seen in Table 5 and
Table 6 for age estimation, in Table 7 for sex assessment,
and Table 8 for tooth type determination. An overview of the
results for each task is given in the following subsections, and
detailed analysis and discussion of the results can be found
in Section VI. For classifications tasks, an overview of F1
scores per alterations and overall is given in Table 4. Overall,
the F1 scores show that there are no significant differences
in performance, and that the slight inbalance of the dataset
for sex assessment shown in Section III does not affect the
classifier results.

A. AGE ESTIMATION

For age estimation, the best performing model has the follow-
ing hyperparameter values: the feature extractor is VGG16,
a final feature map depth of 662 channels, no attention mech-
anism, and a fully-connected layer of 1931 units. It achieves
an overall absolute mean error of 6.55 years and an overall
absolute median error of 5.32 years on the entire test set.
When altered teeth are removed from the test set, the overall
mean absolute error falls to 6.15 years (6.3% improvement),
and the overall absolute median error falls to 4.95 years
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TABLE 2. An overview of the performance of all task-specific models on both perfect and imperfect teeth. . is the mean absolute error,®is the median
absolute error, and both are measured in years. Sex and tooth type performance is shown as accuracy. The performance for tooth type is shown for each

type classification approach.

A Age Sex Tooth type
ge group
® 0] Accuracy  Accuracy (4 types)  Accuracy (8 types)  Accuracy (16 types)  Accuracy (32 types)

[20, 25) 8.04 6.95 81.64% 98.95% 96.10% 95.91% 88.77%
[25, 30) 6.11 4.63 72.08% 98.29% 93.90% 93.33% 85.36%
[30, 35) 5.78 4.55 77.95% 98.81% 95.08% 94.66% 85.33%
[35, 40) 5.76 4.97 72.65% 98.21% 92.60% 93.27% 87.44%
[40, 45) 6.17 5.06 74.12% 96.96% 85.71% 85.95% 75.29%
[45, 50) 7.87 6.84 85.71% 96.10% 89.61% 88.31% 76.62%
[50, 55) 8.22 7.74 74.90% 95.29% 84.71% 84.71% 75.69%
[55, 60) 1040  10.45 64.57% 91.34% 78.74% 78.74% 60.63%
Overall 6.55 5.32 75.44% 97.99% 92.40% 92.23% 83.74%

TABLE 3. An overview of the performance of all task-specific models on healthy, unaltered teeth only. 1 is the mean absolute error,@is the median
absolute error, and both are measured in years. Sex and tooth type performance is shown as accuracy. The performance for tooth type is shown for each

type classification approach.

N Age Sex Tooth type
ge group
" 0] Accuracy  Accuracy (4 types)  Accuracy (8 types)  Accuracy (16 types)  Accuracy (32 types)

[20, 25) 7.32 6.38 82.09% 99.87% 97.73% 97.23% 90.29%
[25, 30) 5.27 4.03 72.54% 98.36% 94.21% 94.52% 85.76%
[30, 35) 5.31 4.24 77.89% 99.63% 96.89% 96.65% 88.20%
[35, 40) 5.61 5.02 74.49% 100.00% 97.97% 97.97% 91.50%
[40, 45) 6.53 5.57 76.52% 99.35% 91.96% 92.39% 81.30%
[45, 50) 9.29 9.28 87.64% 97.75% 92.13% 91.01% 84.27%
[50, 55) 10.14 9.58 76.71% 97.98% 92.93% 91.92% 86.87%
[55, 60) 12.37  13.04 60.78% 94.12% 90.20% 88.24% 76.47%
Overall 6.15 4.94 76.41% 99.15% 95.53% 95.46% 87.24%

TABLE 4. An overview of F1 scores for each classification task per alteration. This is some more text to make it look more professional with a bolded
start. Multiple lines would be nice, and long enough so that it fills the page properly. A bit more text would be perfect, but if there isn’t any, there’s

nothing we can do about.

Forensic task  Filling  Root canal filling Missing Tooth decay  Other imperfections No imperfections Overall
Sex 75.65% 78.46%  66.89% 79.28% 69.52% 75.77% 74.90%
Type-4 99.54% 98.30% 89.08% 99.59% 87.41% 99.15% 97.99%
Type-8 93.25% 87.40%  73.92% 94.36% 68.27% 95.53% 92.42%
Type-16 93.13% 88.28%  71.05% 96.02% 70.67% 95.46% 92.22%
Type-32 87.29% 83.92%  54.23% 89.46% 62.35% 87.26% 83.75%

(7.41% improvement). A detailed overview of performance
per tooth alteration and tooth type can be seen in Table 5
(mean) and Table 6 (median).

B. SEX ASSESSMENT

For the hyperparameters for the sex assessment models, the
values are: the feature extractor is VGG16, a final feature
map depth of 40 channels, no attention mechanism, and a
fully-connected layer of 128 units. The overall accuracy is
75.44% on the entire test set and 76.41% on the subset
of healthy unaltered teeth. The model performs best in the
age group of 45 to 50 year old samples, with an accuracy
of 85.71% and 87.64% for all teeth and healthy unaltered
teeth, respectively. A detailed overview of the sex assessment
results per tooth alteration and tooth type can be seen in
Table 7.
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C. TOOTH TYPE DETERMINATION

Tooth type determination has different success rates based on
the classification system used. For the 4-type model, an over-
all accuracy of 97.99% is achieved on the entire test set and an
overall accuracy of 99.15% on only healthy unaltered teeth.
For the 8-type model, the overall accuracy is 92.40% for the
entire dataset and 95.53% for the subset of healthy unaltered
teeth. The 16-type model follows the same downwards trend
in overall accuracy is noticeable, with the accuracy reaching
92.23% on the entire test set and 95.45% on the subset of
healthy unaltered teeth. Finally, the 32-type model achieved
an overall accuracy of 83.74% and 87.24% on the entire test
set and the subset of healthy unaltered teeth, respectively.
Despite the differences in performance, all the hyperparame-
ters for all model variants are the same, with their value being:
the feature extractor is VGG16, a final feature map depth of
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TABLE 5. Overview of the mean absolute error, measured in years, per tooth type and alteration. Some combinations of tooth type and alteration did not
have sufficient samples to produce a valid metric and have therefore been marked as -.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 6.97 5.70 14.72 3.62 6.56 7.09 7.30
Canine 8.31 9.62 13.33 7.16 10.42 6.70 6.67
Premolar 5.43 6.71 9.51 6.33 8.30 5.78 6.47
Molar 7.52 8.39 8.97 7.83 9.83 4.95 6.05
X1 7.88 9.62 11.58 6.56 10.60 7.17 7.30
X2 8.68 9.62 17.71 7.64 10.28 7.01 7.31
X3 6.97 5.70 14.72 3.62 6.56 6.70 6.67
X4 7.77 8.27 9.03 9.11 9.65 6.21 6.72
X5 7.36 8.44 8.95 7.08 9.97 5.26 6.22
X6 5.35 6.87 10.43 6.10 8.55 4.33 5.98
X7 5.49 6.48 7.62 7.09 7.78 4.55 5.25
X8 5.65 5.67 9.48 5.17 7.95 5.56 6.92
Down-1 11.22 9.92 - 7.04 5.20 7.44 7.46
Down-2 14.25 23.13 29.17 5.60 6.19 6.99 7.07
Down-3 5.12 - 12.50 2.27 1.36 7.13 6.98
Down-4 7.23 10.34 7.35 8.36 7.42 6.35 6.48
Down-5 7.29 9.57 7.59 6.86 8.53 5.15 5.72
Down-6 4.85 5.59 10.31 5.52 7.07 3.96 591
Down-7 5.32 6.59 8.19 7.34 7.27 4.50 5.29
Down-8 6.01 6.13 9.82 4.66 5.55 5.15 6.88
Up-1 7.68 9.61 11.58 6.49 11.17 6.81 7.13
Up-2 8.47 9.05 6.25 8.10 10.61 7.03 7.55
Up-3 7.20 5.70 16.94 5.64 7.36 6.23 6.36
Up-4 7.92 8.09 9.49 10.04 10.18 6.00 6.98
Up-5 7.39 8.09 9.65 7.35 10.47 5.41 6.72
Up-6 5.81 7.94 10.77 6.91 9.73 4.60 6.06
Up-7 5.68 6.32 6.83 6.63 8.24 4.59 5.21
Up-8 5.15 3.81 9.10 5.56 11.14 5.93 6.96
11 7.00 9.59 5.36 597 10.58 7.42 7.33
12 8.42 7.95 6.25 7.63 9.58 7.03 7.31
13 7.42 4.72 16.94 10.45 11.62 6.63 6.88
14 8.23 6.69 8.06 7.11 9.84 6.15 6.90
15 6.65 6.50 8.64 8.59 9.04 5.69 6.58
16 5.10 7.45 9.83 8.87 10.71 4.87 5.58
17 5.43 4.00 7.41 5.49 4.26 4.52 5.05
18 5.04 3.81 9.54 5.28 7.54 6.23 7.34
21 8.32 9.63 15.72 7.00 11.60 6.18 6.94
22 8.52 10.16 - 8.51 11.42 7.03 7.78
23 7.00 5.98 - 4.68 4.71 5.82 5.83
24 7.69 8.59 10.93 14.92 10.35 5.85 7.05
25 8.11 9.61 11.25 5.69 12.13 5.13 6.87
26 6.54 8.48 11.41 5.86 9.18 4.27 6.54
27 592 8.01 6.13 8.16 9.38 4.65 5.37
28 5.24 - 8.60 6.54 18.34 5.65 6.59
31 13.02 - - 10.01 4.08 7.14 7.18
32 20.59 23.13 - 4.73 0.81 7.06 7.11
33 6.73 - - 2.67 0.31 6.65 6.54
34 6.59 15.71 13.08 9.43 13.26 6.03 6.30
35 7.64 11.29 9.46 6.86 6.68 5.45 6.02
36 5.08 4.94 10.44 4.51 5.62 3.75 5.84
37 5.53 7.64 8.43 7.79 - 4.29 5.30
38 6.14 4.25 9.53 - 4.08 4.72 6.69
41 10.62 9.92 - 5.05 6.31 7.74 7.74
42 1.57 - 29.17 7.04 11.56 6.92 7.03
43 3.52 - 12.50 1.94 2.40 7.61 7.42
44 7.97 4.97 3.52 7.29 3.53 6.67 6.65
45 6.96 9.26 6.13 6.88 10.01 4.86 541
46 4.61 6.29 10.20 6.09 9.25 422 5.97
47 5.10 5.75 7.87 6.99 7.27 4.70 5.27
48 5.95 6.76 10.20 4.66 6.04 5.58 7.08
Overall 6.32 7.66 9.51 6.73 9.18 6.15 6.55
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TABLE 6. Overview of the median absolute error, measured in years, per tooth type and alteration. Some combinations of tooth type and alteration did
not have sufficient samples to produce a valid metric and have therefore been marked as -.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 5.50 2.54 14.72 2.72 4.35 5.88 6.10
Canine 7.62 7.99 12.23 6.38 9.42 5.70 5.65
Premolar 4.50 5.65 9.10 5.46 7.12 4.68 5.24
Molar 6.18 7.19 7.83 6.16 8.98 4.03 4.80
X1 7.64 9.07 12.23 5.99 8.89 5.88 6.09
X2 7.38 7.17 17.71 6.45 9.96 5.86 6.13
X3 5.50 2.54 14.72 2.72 435 5.70 5.65
X4 6.81 5.97 9.13 6.80 9.36 5.06 5.50
X5 5.79 7.28 7.55 5.68 8.72 4.19 4.94
X6 4.26 5.72 9.38 5.38 7.69 3.16 4.61
X7 4.60 5.53 7.18 5.78 7.12 3.78 4.27
X8 5.31 4.25 9.05 4.41 4.08 4.79 5.71
Down-1 10.97 9.92 - 4.87 5.20 5.89 5.95
Down-2 18.04 23.13 29.17 5.57 6.19 5.99 5.90
Down-3 5.35 - 12.50 2.40 1.36 5.92 5.81
Down-4 6.84 10.34 6.62 7.29 7.95 5.34 5.43
Down-5 5.79 7.36 6.37 6.03 6.82 4.10 4.71
Down-6 3.96 443 9.45 4.24 5.18 3.13 4.44
Down-7 4.75 4.51 9.86 5.46 7.64 3.89 4.37
Down-8 6.22 5.20 9.59 4.08 3.84 4.37 5.57
Up-1 7.49 8.89 12.23 6.25 11.16 5.85 6.32
Up-2 7.29 6.75 6.25 7.32 9.96 5.83 6.38
Up-3 5.85 2.54 16.94 5.99 5.43 5.16 5.16
Up-4 6.63 5.97 9.69 6.31 9.75 4.64 5.55
Up-5 5.77 7.19 8.38 5.43 10.38 4.64 5.27
Up-6 4.61 6.39 8.98 6.22 8.49 3.31 4.67
Up-7 4.51 6.24 6.01 6.25 7.12 3.68 4.13
Up-8 4.72 3.81 8.00 4.75 14.39 5.07 5.82
11 6.44 9.35 5.36 5.09 11.50 6.65 6.53
12 7.71 5.93 6.25 6.53 5.75 5.85 6.55
13 8.02 4.72 16.94 10.45 8.02 6.03 6.05
14 5.77 5.61 8.15 6.45 7.23 4.58 5.48
15 5.55 5.55 6.12 8.14 9.51 4.73 5.22
16 4.13 5.83 7.52 9.07 8.89 351 4.33
17 4.34 3.38 6.94 5.34 4.26 3.29 4.01
18 4.76 3.81 8.02 3.81 7.54 5.39 6.15
21 7.64 8.70 14.86 6.83 8.89 4.97 6.09
22 6.38 7.90 - 7.99 11.20 5.69 6.35
23 3.85 2.54 - 4.75 3.34 5.00 4.78
24 6.87 7.67 10.45 6.16 9.98 4.68 5.80
25 5.89 7.95 13.79 3.67 11.61 441 5.35
26 5.30 7.78 10.21 5.79 7.15 3.16 5.30
27 4.52 6.36 5.14 7.25 7.45 3.88 4.27
28 4.29 - 7.84 6.54 18.34 5.02 5.62
31 13.02 - - 10.01 4.08 5.88 5.88
32 20.59 23.13 - 5.50 0.81 6.05 5.90
33 6.73 - - 1.86 0.31 5.63 5.58
34 6.84 15.71 13.08 7.43 13.26 5.10 5.44
35 5.87 11.29 8.07 6.18 6.42 4.44 4.95
36 3.96 3.52 9.46 2.81 4.11 2.52 4.17
37 4.64 4.51 9.86 8.14 - 3.04 441
38 5.79 4.25 8.78 - 4.08 4.09 5.23
41 10.54 9.92 - 4.34 6.31 6.07 6.20
42 1.57 - 29.17 7.29 11.56 5.86 5.93
43 3.52 - 12.50 2.40 2.40 6.34 6.19
44 6.73 4.97 2.32 4.66 2.54 5.59 5.38
45 5.14 7.36 5.27 4.53 7.49 3.52 4.19
46 3.98 5.65 8.76 4.85 11.02 3.46 4.66
47 4.79 5.12 7.60 5.37 7.64 3.94 4.36
48 6.22 6.14 10.36 4.08 3.59 4.96 6.20
Overall 5.12 6.24 9.01 5.73 7.99 4.94 5.32
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TABLE 7. Overview of the accuracy of sex assessment, per tooth type and alteration. Some combinations of tooth type and alteration did not have
sufficient samples to produce a valid metric and have therefore been marked as -.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 75.00% 100.00%  100.00% 86.67% 60.00% 75.25% 75.62%
Canine 80.13% 73.58% 71.43% 86.08% 60.42% 80.83% 80.28%
Premolar 78.04% 79.61% 66.82% 74.76% 72.46% 76.53% 74.37%
Molar 70.46% 76.54% 60.00% 77.55% 68.85% 74.66% 74.42%
X1 80.00% 78.57% 60.00% 88.57% 66.67% 74.77% 75.45%
X2 80.25% 68.00%  100.00% 84.09% 55.56% 75.74% 75.80%
X3 75.00% 100.00%  100.00% 86.67% 60.00% 80.83% 80.28%
X4 69.60% 76.00% 73.91% 94.44% 69.23% 76.88% 75.55%
X5 71.00% 76.79% 53.19% 67.74% 68.57% 76.10% 73.20%
X6 77.59% 77.23% 67.92% 72.92% 68.89% 77.39% 75.86%
X7 79.26% 84.78% 64.58% 79.49% 88.24% 77.45% 77.66%
X8 74.00% 80.00% 66.79% 68.75% 57.14% 71.11% 69.72%
Down-1 25.00% 100.00% - 80.00% 100.00% 75.65% 75.32%
Down-2 100.00% 100.00%  100.00% 87.50% 100.00% 77.57% 78.12%
Down-3 25.00% - 100.00% 88.89% 100.00% 79.05% 78.88%
Down-4 69.23% 100.00% 60.00% 100.00% 80.00% 73.49% 73.66%
Down-5 78.95% 76.92% 56.25% 76.47% 55.56% 77.86% 76.98%
Down-6 81.77% 78.26% 69.62% 71.43% 70.00% 84.34% 79.34%
Down-7 81.44% 77.78% 57.14% 76.00% 75.00% 76.00% 77.04%
Down-8 72.41% 100.00% 66.43% 85.71% 75.00% 72.43% 70.59%
Up-1 83.33% 77.78% 60.00% 90.00% 63.16% 73.59% 75.57%
Up-2 79.49% 66.67%  100.00% 83.33% 52.00% 73.11% 73.47%
Up-3 81.25% 100.00%  100.00% 83.33% 53.85% 82.80% 81.68%
Up-4 69.70% 73.91% 77.78% 87.50% 66.67% 81.86% 77.49%
Up-5 66.13% 76.74% 51.61% 57.14% 73.08% 73.60% 69.35%
Up-6 73.76% 76.36% 62.96% 75.00% 68.00% 72.41% 72.41%
Up-7 76.92% 94.74% 75.00% 85.71% 100.00% 78.71% 78.28%
Up-8 76.19% 0.00% 67.19% 55.56% 33.33% 69.92% 68.86%
11 87.50% 72.73% 50.00% 93.33% 50.00% 70.83% 73.74%
12 83.78% 66.67%  100.00% 82.35% 63.64% 72.26% 74.49%
13 73.33% 100.00%  100.00% 100.00% 40.00% 84.09% 82.23%
14 69.05% 66.67% 66.67% 100.00% 57.14% 82.26% 77.66%
15 68.85% 76.19% 52.63% 62.50% 64.29% 72.73% 69.04%
16 75.00% 79.31% 81.82% 71.43% 66.67% 73.02% 73.74%
17 75.32% 87.50% 72.73% 100.00% 100.00% 78.22% 77.78%
18 66.67% 0.00% 70.59% 57.14% 0.00% 69.91% 69.04%
21 79.41% 81.25% 66.67% 86.67% 72.73% 76.43% 77.44%
22 75.61% 66.67% - 84.21% 42.86% 74.02% 72.45%
23 88.24% 100.00% - 80.00% 62.50% 81.44% 81.12%
24 70.18% 76.47% 88.89% 66.67% 71.43% 81.42% 77.32%
25 63.49% 77.27% 50.00% 50.00% 83.33% 74.49% 69.68%
26 72.48% 73.08% 50.00% 76.92% 68.75% 71.70% 71.07%
27 78.48% 100.00% 77.78% 66.67% 100.00% 79.21% 78.79%
28 83.33% - 63.33% 50.00% 100.00% 69.92% 68.69%
31 0.00% - - 100.00% 100.00% 76.56% 76.53%
32 100.00% 100.00% - 80.00% 100.00% 76.72% 77.16%
33 50.00% - - 75.00% 100.00% 79.47% 79.19%
34 64.29% 100.00%  100.00% 100.00% 100.00% 72.67% 73.33%
35 86.49% 100.00% 42.86% 69.23% 50.00% 75.36% 75.51%
36 81.19% 83.33% 72.97% 90.00% 75.00% 78.26% 79.70%
37 81.40% 66.67% 56.25% 72.73% - 75.58% 76.65%
38 80.00% 100.00% 65.38% - 100.00% 70.37% 69.04%
41 33.33% 100.00% - 66.67% 100.00% 74.74% 74.11%
42 100.00% - 100.00% 100.00% 100.00% 78.42% 79.08%
43 0.00% - 100.00% 100.00% 100.00% 78.61% 78.57%
44 75.00% 100.00% 33.33% 100.00% 66.67% 74.29% 73.98%
45 71.79% 72.73% 66.67% 100.00% 60.00% 80.28% 78.46%
46 82.35% 72.73% 66.67% 61.11% 62.50% 91.89% 78.97%
47 81.48% 86.67% 58.33% 78.57% 75.00% 76.40% 77.44%
48 68.42% 100.00% 67.74% 85.71% 66.67% 74.53% 72.16%
Overall 76.32% 78.31% 66.07% 79.67% 67.36% 76.41% 75.44%
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423 channels, no attention mechanism, and a fully-connected
layer of 421 units. A detailed overview of the performance of
each model can be seen in Table 8.

D. PRELIMINARY EXPERIMENTS FOR ALTERNATIVE
APPROACHES

As for preliminary experiments looking for alternative
approaches, two were considered. One was a multi-task
approach, where a model would estimate two or more of
the target variables based on an x-ray image of an individ-
ual tooth. We have extensively tested the multi-task mod-
els for age estimation and sex assessment over the course
of 549 experiments. The evaluation did not yield a model
with better performance, with results barely reaching the
performance of the solo-task models. Further research is
required as to why the experiments show that a multi-task
model cannot achieve better nor equal results than single-task
models.

The other approach was the inclusion of additional demo-
graphic data as the input to a single-task model. Specifically
for age estimation, the motivation was based on the dif-
ferences in child development. While dental developmental
markers are strongly genetically defined, to the point where
they are regularly used to determine a child’s age with an error
measured in months, those developmental schedules slightly
differ between female and male children. The idea was that
the additional data might allow the model to separate ambigu-
ous cases, thereby improving performance even for adults.
The inclusion of that information did not improve results,
at best achieving the same performance as their image-only
counterparts.

VI. ANALYSIS AND DISCUSSION

The achieved results for each task are in-line or better than
current state-of-the-art methods while simultaneously being
fully automated. All models deliver improved performance
when evaluated on a subset of healthy unaltered teeth, despite
being trained on teeth of all conditions, as can be seen in
Table 2 and Table 3. Some alterations heavily impact the
informativeness of a sample, like dental implants that replace
a tooth entirely. As seen in Section III, our samples are
not uniformly distributed by age. Our test set, consisting of
teeth images with annotated interventions, currently has no
samples older then 60 years of age.

The distribution of alterations is not uniform across all
teeth. Incisors and canines have fewer alterations than pre-
molars and molars. This explains why some specific combi-
nations of tooth type and alterations do not have results in
the result tables, as some combinations do not have enough
samples to get a valid result.

When compared to our previous research, the results of our
experiments show that well-tuned general models at worst
perform as well as models specialized for their task per tooth
type. Therefore, all results shown are from models that work
with any tooth type.

VOLUME 10, 2022

A. MODEL ATTENTION

The newest deep learning research is showing that atten-
tion [79] is significantly improving prediction performance
and interpretability [87]. We have therefore included atten-
tion as an option in this research. Models were constructed
with and without attention, with the goal to identify and
measure the performance improvements brought by attention.
However, across all our experiments and tasks, models with
attention underperformed compared to their non-attention
counterparts. To control for model capacity, a series of
model pairs was trained where the only difference was the
presence of attention. This resulted in conclusive results that
models with attention underperform for this specific use-
case. We assume that this difference in lack of expected
performance improvement from attention stems from the lack
of variability in this task’s domain. While teeth can come in
different shapes, sizes and positions, they are fundamentally
aligned in one of two ways (as mandibular or maxillary teeth),
and they are one of eight possible types. All images are
similar in regards to appearance, with a centered tooth, in full
view, and scaled as is the clinical standard. Therefore the
same indicators are of roughly the same size and at roughly
the same position, seemingly nullifying the usual benefit of
attention.

B. MULTI-TASK MODEL

Another approach we tested was using one model with
multiple outputs - one for each task. The motivation was
that by sharing the feature extractor, and by having access
to additional information, the model might achieve a bet-
ter performance in some or all tasks, or at the very least,
achieve comparable performance for less learnable parame-
ters. However, the results indicate that such an approach does
not yield a model with better performance, and to achieve
comparable results the model requires higher complexity.
Additionally, the training is less stable, which results in much
longer training time until convergence. While some models
reached comparable performance to a single task model in
one task, no model achieved such a feat in two or more tasks.
No detailed analysis per tooth type, sex, age group, or status
is reported in this study, as it shares trends with single task
models, and a detailed analysis would not yield any useful
information. Therefore, all models in this study are single
task models.

C. PERFORMANCE AND TRENDS

The performance of all models varies by age group. Each
age group is defined as a five-year interval, starting from
age 20. As can be seen in Table 2 and Table 3, the per-
formance of each model decreases with age. This is due to
multiple factors. With age, the variation in tooth damage
and decay makes differentiating between two possible ages
much harder. To simplify, while the model can distinguish
between 23 and 28-year-old samples with a relatively minor
error, it will have difficulty differentiating between 75 and
80-year-old samples. It is also more common in higher age
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TABLE 8. Overview of the performance for tooth type determination, per tooth type and alteration. Some combinations of tooth type and alteration did
not have sufficient samples to produce a valid metric and have therefore been marked as -. Each classification approach has an additional “Overall” row
that shows the model’s accuracy for that approach and the precision for every tooth type.
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Tooth type Filling Root canal filling Missing  Tooth decay  Other imperfections No imperfections Overall
Incisor 94.44% 88.89% 0.00% 100.00% 66.67% 99.39% 99.17%
Canine 100.00% 100.00% 85.71% 100.00% 91.67% 98.33% 97.33%
Premolar 99.87% 99.34% 88.86% 100.00% 94.20% 99.06% 97.74%
Molar 99.08% 96.30% 85.71% 97.96% 81.97% 99.51% 97.59%
Overall 99.54% 98.31% 88.02% 99.59 % 87.56 % 99.15% 97.99 %
X1 97.14% 96.43% 80.00% 97.14% 90.48% 97.00% 96.82%
X2 92.59% 80.00% 0.00% 97.73% 66.67% 95.96% 94.65%
X3 100.00% 100.00% 0.00% 93.33% 46.67% 98.75% 97.46%
X4 92.00% 72.00% 52.17% 88.89% 46.15% 96.92% 93.01%
X5 94.00% 82.14% 63.83% 96.77% 74.29% 95.81% 92.40%
X6 93.16% 92.08% 56.60% 91.67% 66.67% 91.96% 86.40%
X7 92.26% 89.13% 54.17% 92.31% 82.35% 86.74% 87.18%
X8 90.00% 80.00% 86.57% 93.75% 85.71% 94.44% 91.35%
Overall 93.20% 87.46 % 72.65% 94.31% 68.39 % 95.53% 92.40%
Down-1 50.00% 100.00% - 100.00% 0.00% 93.72% 92.88%
Down-2 66.67% 100.00% 0.00% 100.00% 0.00% 95.25% 94.40%
Down-3 100.00% - 0.00% 100.00% 50.00% 97.88% 97.46%
Down-4 96.15% 50.00% 80.00% 100.00% 80.00% 98.85% 98.21%
Down-5 98.68% 100.00% 56.25% 100.00% 77.78% 97.86% 95.91%
Down-6 95.57% 93.48% 58.23% 89.29% 60.00% 93.98% 85.71%
Down-7 92.81% 88.89% 46.43% 88.00% 62.50% 88.57% 86.73%
Down-8 93.10% 50.00% 93.57% 100.00% 75.00% 98.60% 96.16%
Up-1 98.48% 92.59% 80.00% 96.67% 94.74% 97.18% 97.20%
Up-2 94.87% 87.50% 0.00% 100.00% 76.00% 98.11% 96.43%
Up-3 93.75% 100.00% 0.00% 100.00% 61.54% 99.42% 97.46%
Up-4 91.92% 86.96% 77.78% 100.00% 61.90% 94.94% 91.62%
Up-5 92.74% 79.07% 45.16% 100.00% 57.69% 94.42% 87.27%
Up-6 95.48% 98.18% 33.33% 95.00% 80.00% 89.66% 88.61%
Up-7 85.26% 63.16% 25.00% 85.71% 88.89% 85.64% 82.83%
Up-8 76.19% 100.00% 78.91% 100.00% 100.00% 91.53% 86.84%
Overall 93.12% 88.47% 69.86 % 95.93% 70.47 % 95.46 % 92.23%
11 93.75% 90.91% 50.00% 100.00% 87.50% 94.44% 93.94%
12 81.08% 75.00% 0.00% 94.12% 63.64% 94.89% 91.84%
13 86.67% 100.00% 0.00% 100.00% 20.00% 97.16% 93.91%
14 92.86% 83.33% 44.44% 100.00% 57.14% 94.35% 90.43%
15 86.89% 85.71% 21.05% 75.00% 71.43% 92.93% 82.23%
16 90.18% 93.10% 18.18% 100.00% 77.78% 88.89% 84.85%
17 81.82% 62.50% 18.18% 87.50% 50.00% 85.15% 80.30%
18 77.78% 100.00% 61.76% 85.71% 50.00% 86.73% 77.16%
21 88.24% 93.75% 33.33% 93.33% 90.91% 93.57% 91.28%
22 82.93% 75.00% - 94.74% 50.00% 87.40% 84.18%
23 94.12% 100.00% - 100.00% 75.00% 94.01% 93.37%
24 89.47% 82.35% 66.67% 100.00% 57.14% 92.04% 87.63%
25 93.65% 95.45% 50.00% 100.00% 75.00% 89.80% 87.23%
26 84.40% 80.77% 18.75% 76.92% 56.25% 79.25% 75.13%
27 75.95% 54.55% 0.00% 66.67% 57.14% 79.21% 73.23%
28 66.67% - 76.67% 100.00% 100.00% 86.99% 82.83%
31 0.00% - - 100.00% 0.00% 74.48% 73.98%
32 100.00% 100.00% - 60.00% 100.00% 76.19% 76.14%
33 100.00% - - 100.00% 0.00% 82.11% 82.23%
34 78.57% 0.00%  100.00% 80.00% 50.00% 90.70% 89.23%
35 89.19% 50.00% 57.14% 92.31% 50.00% 91.30% 89.29%
36 88.12% 91.67% 45.95% 70.00% 50.00% 84.78% 76.14%
37 88.37% 75.00% 18.75% 72.73% - 80.23% 78.68%
38 90.00% 0.00% 76.92% - 100.00% 91.67% 85.79%
41 66.67% 100.00% - 66.67% 0.00% 73.16% 72.59%
42 0.00% - 0.00% 100.00% 0.00% 80.00% 79.08%
43 50.00% - 0.00% 80.00% 0.00% 89.30% 87.76%
44 66.67% 0.00% 66.67% 100.00% 33.33% 93.14% 90.82%
45 100.00% 90.91% 44.44% 100.00% 60.00% 95.77% 93.33%
46 92.16% 86.36% 26.19% 83.33% 50.00% 89.19% 75.38%
47 88.89% 86.67% 16.67% 100.00% 62.50% 84.27% 81.54%
48 94.74% 66.67% 67.74% 100.00% 33.33% 83.02% 78.87%
Overall 87.24% 84.07 % 52.69 % 89.02% 60.62 % 87.24% 83.74%
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FIGURE 5. Age performance per tooth type. The trend of better performance towards the molars can be observed in the left figure, and a clear
improvement in performance for premolars and molars can be observed in the right figure.

groups to have fewer teeth, which impedes the model from
seeing and learning to recognize task-related variations in
those age groups. Of those teeth present, a significant pro-
portion have alterations, illnesses, or general decay. Those
changes to the tooth destroy the naturally-grown tooth and,
therefore, possible task-related indicators too.

For age estimation, the best performance can be observed
with molars. The overall performance is best on the second
molar, which we denoted in Table 5 and 6 as “X7”. The
upper left second molar has the best performance, with an
average of 0.3 years advantage over their counterparts. When
analyzing only healthy, unaltered teeth, molars still perform
best, but the best performance is achieved by the first molar,
closely followed by the performance on the second molar.

On the other hand, sex assessment performance is best
on canines, with a significant 4.4% lead. Premolars and
molars perform about the same, with a difference of 0.05% in
performance. Incisors perform slightly better than premolars
and molars, achieving a modest 1% increase in performance.
On healthy, unaltered teeth, canines still lead the pack. Inter-
estingly, the difference in performance on healthy, unaltered
and unhealthy, altered teeth for canines is small, amounting
to a decrease of just 0.55%. Overall, maxillary teeth perfor-
mance for sex estimation is better than mandibular teeth.

Tooth type estimation performs best when only classifying
into 4 classes and, as expected, worst when classifying into
32 classes. The highest precision is achieved for incisors,
as they have the most distinguished shape in relation to
all teeth. Most misclassifications happen within the same
morphological type (the 4-class system). In other words,
if a misclassification occurs, it is very likely to be between
neighboring teeth within the same group. For example, the
model might mistake the first molar for the second molar, but
it is very unlikely to confuse the first molar with an incisor
or canine. These phenomena can best be observed in the
confusion matrix, which is shown in Figure 9.

Another factor that significantly impacts performance is
tooth type. The highest difference can be observed when
taking into consideration the 4-type classification type, as can
be seen in Tables 5, 6, 7, and 8. For age estimation, the best
performance can be observed on premolars, as can be seen in
Figure 5. For sex assessment, the best performance is seen on
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FIGURE 6. Comparison of age performance per alteration. A clear trend of
higher absolute errors can be observed when alterations are present.
Each bar shows the model performance with and without the alteration
present.

incisors, shown on Figure 10. For type classification systems
of a higher class count, while there are outliers, the trend from
the 4-class system is observable.

Alterations can heavily impact model performance for
every task, but it depends on the alteration and how much
of the natural tooth is modified or removed. For age esti-
mation, fillings, root canal fillings, and tooth decay reduce
the model’s accuracy to a similar degree. Fillings and tooth
decay can vary in size, with larger sizes reducing model per-
formance. Root canal fillings on their own do not have such
a variance in size (and therefore model performance), as they
are limited to root canals only. Other imperfections contain
extremely destructive alterations, like replacing a tooth with
an dental implant, or tooth germs, undeveloped teeth that
lack the characteristics and indicators needed to perform the
required tasks. These trends can be seen on Figure 6. Inter-
estingly, a negative correlation between alterations and age
estimation error can be observed for samples over 50 years.
This implies that the model uses the damage and decay itself
as an indicator. Such behavior is acceptable, as the frequency
and intensity of those indicators truly correlate with age -
older people have more dental work done due to the natural
accumulation of damage and decay. A detailed overview of
the estimation error bias can be seen in Figure 7.

A highly interesting category in our analysis is the missing
tooth. As the tooth is missing, the models should not be able

70995



IEEE Access

D. MiloSevi¢ et al.: Comprehensive Exploration of Neural Networks for Forensic Analysis

20
15
1.0
8 1

-

-0.5

Delta [years]

-1.0

=15

—2.0 T T T T T T T T
[20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60)
Age group

FIGURE 7. Difference between the mean absolute error of teeth with no
alterations and teeth with alterations. For younger samples, in the age
groups between 20 and 40 years, it can be seen that unaltered teeth
perform better. For samples older than 40 years, alterations contribute
positively to age estimation.

to do any correct estimations, as the information necessary is
simply not present. For age estimation, in Tables 5 and 6 we
can see very high errors and variations in those errors, which
supports our hypothesis about the presence and importance
of the tooth. However, for sex assessment Table 7 shows
better-than-random performance for missing teeth. As teeth
are annotated with bounding boxes, neighboring teeth are
commonly visible in parts of a sample image. For *““missing
teeth”” samples, those bounding boxes encompass the gap in
dentition, which can have neighboring teeth visible. Teeth
can move, and if a gap is present, they will move towards it,
leading to smaller gaps and effectively a ‘“‘better view of our
neighborhood” for our “missing teeth” samples. In essence,
the sex assessment model does not rely solely on the tooth
but also on the structures surrounding it. Future research
needs to be done to determine the difference in performance
when the surrounding structures are not present, for which
either automatic or manual segmentation is required. Tooth
type determination models do not suffer such a high decrease
in performance when evaluated on ‘““missing tooth” sam-
ples, indicating that they rely much more on the surrounding
structure to determine the tooth type. With the increase of
classes in different classification systems, the performance
decreases, as is expected. However, we can observe that a
tooth is easily defined by its neighborhood.

As for tooth type determination, we can observe in Table 8
that performance mostly decreases with the number of classes
required. This trend does not hold true between the 8 and
16 class models. The difference between those two mod-
els is that a differentiation is made between maxillary and
mandibular teeth. As tooth samples are not rotated during
training, their orientation is an easily recognizable indicator
of mandibular belonging. Thus, the model can look for the
same indicators in the 8 and 16 class problems, with the
addition of an orientation indicator for the 16 class model.
The 32 class model does perform noticeably worse in dif-
ferentiating between individual teeth positions, but it still
differentiates well between the basic four classes. This can
be seen in the confusion matrix in Figure 9, where we can
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FIGURE 8. Comparison of sex assessment performance per alteration.
More common alterations do not seem to impact overall accuracy
significantly. However, a high impact can be observed on extreme or less
common alterations (e.g., missing teeth, dental implants, crowns,
bridges). Each bar shows the model performance with and without the
alteration present.

observe scattering errors between neighboring classifications
but very few long-distance errors.

D. COMPARISON WITH CURRENT METHODS

To properly understand the performance of this study,
we need to compare it to the current state-of-the-art methods
in forensic odontology literature. Age estimation methods
have not changed much since the discovery of the corre-
lation between age and secondary dentine deposits and the
reduction of the pulp cavity. Newer studies either focus on
a different part of the dental system (for example, age esti-
mation from panoramic dental x-ray images [2], [60] or cone
beam CT scans [88]), or they determine specific parameters
for the tried-and-proven methods for different populations
[25]-[31]. Sex assessment studies use a wide set of dental
parameters, with newer studies achieving higher and higher
accuracy. Moreover, while there are studies reporting a high
variability in performance, studies with strict methodology
and high sample sizes usually do not exceed 80%, as has been
described as a ceiling for this sort of sex assessment from indi-
vidual teeth [38]. Tooth type determination is taught early in
dentistry education through dental morphology understand-
ing. Morphology is taught from established textbooks [89],
[90], and more focus in research is put towards effective
teaching [91]. To the best of our knowledge, there are no stud-
ies researching automated age estimation and sex assessment
from individual x-ray tooth images, and there are no studies
directly researching the accuracy of dentistry experts for tooth
type determination from x-ray images.

1) AGE

Single tooth age estimation in modern forensic odontology is
based on three fundamental studies [21], [23], [24]. A com-
mon factor among all age estimation methods is the need for
unaltered, healthy teeth. In other words, no decay, no fillings,
no root canal fillings, or any other type of addition or subtrac-
tion of the dental tissue is permissible for those methods to
work. As they require manual measurements and, therefore,
a very high time investment, those methods are determined on
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FIGURE 9. Confusion matrices for tooth type determination for the 8, 16, and 32 class approach. The x-axis represents the predicted labels, and the
y-axis represents the true labels. For the 16-class case (middle figure), the prefixes “U-" and “D-" represent maxillary and mandibular teeth,
respectively. The values in the left figure are the number of samples normalized by the number of true samples of its class (i.e., precision). As can be
seen in the left figure, misclassifications mostly happen between teeth in the same morphological group (4-class system), with very rare instances of
errors outside those groups. The middle figure shows the confusion matrix for the 16-class case. Again, misclassifications happen in the same
morphological group, but with no errors mistaking mandibular and maxillary teeth. The right figure showing the 32-class case further reinforces that
trend, with errors occurring cross-quadrant but within the same morphological group and the same jaw-side. For this qualitative overview, values are

omitted in the middle and right figure for visual clarity.
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FIGURE 10. Sex performance per tooth type. The accuracy of sex assessment per tooth type in the 4 and 8 class classification system. Our model
performs best on canines, which can be observed from both perspectives but is more clearly noticeable in the 4-class system.

TABLE 9. Performance comparison of the most used methods for age
estimation from a single tooth in forensic odontology. The performance
for our methods is given for intact, unaltered teeth (upper row) and
performance on the entire dataset (lower row). Current methods in
forensic odontology work only on intact, unaltered teeth. S.E. is the
standard error, 1 is the mean absolute error, and@is the median absolute
error. All values are taken in their original form as given in the cited
studies.

Study Sample size Error

Kvaal et al. [21] 100 individuals ~ S.E. = 8.6 to 11.5 years
Drusini et al. [23] 846 intact teeth  S.E. = 5.88 to 6.66 years
Cameriere et al. [24] 100 individuals g = 3.7 years

pi= 6.15, § = 4.94, S.E. = 7.95
Ours 86495 teeth = 6.55, § = 5.32, S.E. = 8.51

a relatively small sample size (less than a thousand samples)
compared to our study (over 80000 samples). The specific
performance values can be seen in Table 9. As this study
explores the impact of tooth alterations, both results with and
without alterations are given in the overview table.

Kvaal et al. [21] calculate linear regression models by
tooth dimension ratios, and those models can be based on
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multiple or single tooth measurements. The models that take
into account more teeth perform better, ranging in stan-
dard error between 8.6 and 11.5 years, while our study
achieves a standard error of 7.95 years on healthy, unal-
tered single-tooth images and 8.51 years on any single
tooth images. Drusini et al. [23] uses the coronal pulp cavity
index [22] for molars and premolars, achieving a standard
error between 5.88 and 6.66 years. While our overall standard
error of 7.95 years on healthy, unaltered teeth is higher, our
standard error for healthy molars is 6.37 years and 7.53 years
for premolars, which is comparable in performance. The
overall higher error can be explained by the inclusion of
unhealthy, altered teeth, and higher variability of other teeth,
which ultimately led Drusini et al. [23] to consider only pre-
molars and molars in their research. Cameriere et al. [24]
uses tooth dimension ratios of a single-rooted tooth to derive
their model, specifically the right maxillary canine (tooth
23 according to the FDI numbering system). They achieve
a median error of 3.7 years, compared to our overall median
error of 4.94 years on healthy, unaltered teeth and 5.32 years
on all teeth. While the difference is relatively big, our
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TABLE 10. Performance comparison of the most used methods for sex
assessment from a single tooth in forensic odontology. The performance
for our methods is given for intact, unaltered teeth (upper row) and
performance on the entire dataset (lower row). Current methods in
forensic odontology work only on intact, unaltered teeth.

Study Sample size Accuracy

83.3%

Karaman [41] 60 dental casts

Capitaneanu et al. [39] 200 OPGs 69.0% to 72.5%
Neves et al. [42] 168 dental casts  75%

76.41%
Ours 86495 teeth 75.44%

results are based on a much higher number of samples (over
80000 vs. 100 in [24]), and our model is made for any
tooth type, therefore reducing the chance of any statistical
overfitting. Our previous study [2] achieves a mean absolute
error of 3.96 years for panoramic dental x-ray images. This
is better than the results in this study; however, this is due to
the difference in the analyzed image. Panoramic dental x-ray
images contain more tissue and thus more age-related infor-
mation; therefore, a model can achieve a lower overall error.
The preliminary results for individual tooth x-ray images in
our previous study achieve an overall mean absolute error of
7.49 years, while this study achieves an overall mean absolute
error of 6.55 years and a mean absolute error of 6.15 years for
teeth without alterations, which is a significant improvement
in performance for individual tooth x-ray images. Consider-
ing these studies, we can conclude that our method performs
in-line or better than other methods while simultaneously
being fully automated and, up to a point, resistant to natural
and artificial alterations.

2) SEX
Sex assessment of individual teeth, be it from x-ray images,
casts, or physical teeth, is based on the correlation between
different dimensions of the tooth. Like with age, these meth-
ods cannot work on unhealthy or altered teeth, as those mod-
ify the tooth shape and can lead to improper assessments.
As already mentioned, current research with strict method-
ology and a high sample count has not been able to show
assessment performance higher than 80% [38]. Additionally,
as those methods require manual measurements, the ana-
lyzed sample size is significantly smaller than what could be
achieved in our study with automation. There are methods
based on measurements and analysis of the entire panoramic
dental x-ray image which yield significantly better results but
require an intact dental system [1], [65], [66]. Specific values
for three representative methods can be seen in Table 10.
Mesiodistal and buccolingual measurements are com-
monly used for sex assessment, but Karaman [41] uses diag-
onal measurements and achieves an accuracy of 83.3% with
a sample size of 60 dental casts. This is higher than our
75.44% and 76.41% accuracy for altered and unaltered teeth,
and this is higher than the proposed 80% limit. While the
method proves successful, we assume that the higher-than-
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usual reported accuracy is due to the very small sample size.
Capitaneanu et al. [39] did not focus on a specific set of teeth
or measurements and instead did a multivariate analysis of
all tooth length and width related variables, which totals
212 variables in their study. On a sample of 200 panoramic
dental x-ray images (100 female, 100 male), using princi-
pal component analysis (PCA), they have determined that
measurements of a single tooth, sex can be assessed with
an accuracy between 69.0% to 72.5%. This is slightly lower
than our results but ultimately can be considered in-line when
the sample size is considered. Neves et al. [42] is the newest
study, and they developed a predictive model using teeth
mesiodistal widths. They use 168 samples in their study (109
female, 59 male) and achieve an accuracy of 75%. This is
in-line with our research, with Capitaneanu et al. [39], the
proposed limit [38], and our research. We can therefore con-
clude that, while our method does not significantly outper-
form other single-tooth methods, it performs as well as others,
it is verified on the largest dataset of its kind in literature, it is
fully automated, it is infinitely reproducible, it can process
inhumanly large workloads in seconds, and it can be reliably
used with unhealthy and slightly altered teeth.

3) TYPE

Tooth type determination is often the prerequisite to applying
other methods. As seen for sex assessment and age esti-
mation, methods often work for measurements of specific
teeth, so the final confidence of our predictions is not only
predicated on the task-specific method but also the method of
tooth type determination. Tooth type determination, either as
part of another task or as a standalone task, has been tackled
by other research into automated methods.

Oktay [52] determines the tooth type in the 4-class variant
as part of tooth detection, and they achieve an accuracy of
92.84%. This is lower than our approach, which achieves
an accuracy of 99.15% for healthy, unaltered teeth and an
overall accuracy of 97.99% for the 4-class approach. This
discrepancy can be explained by their focus on detection
instead of tooth type determination, and their comparatively
small dataset. Keerthana et al. [70] is primarily focused on
the determination of tooth type. They use projection profile
analysis for their model and achieve an accuracy of 92.54%
with a 4-class approach on a dataset of 200 individual tooth
x-ray images (50 images per tooth type). The difference in
performance between our study and this one could come from
the difference in sample size and the difference in model
complexity. Neural networks have a much higher capacity
than the proposed model in [70], which, combined with
much denser (images vs. specific measurements) and more
numerous data points (raw sample count), produces a more
robust and accurate model. Chen et al. [71] is equally focused
on detection and type determination. They use the 32-class
approach, and their dataset consists of 1250 dental periapical
films. The accuracy of their model varies between 71.5% to
91.7%. Their upper accuracy is very high but is a conse-
quence of multiple post-processing steps. Information about
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TABLE 11. Performance comparison of the most used methods for tooth type determination from a single tooth in forensic odontology. The performance
for our methods is given for intact, unaltered teeth (upper row) and performance on the entire dataset (lower row). Current methods in forensic

odontology work only on intact, unaltered teeth.

Study Sample size Classes Accuracy
Oktay et al. [52] 100 OPGs 4 types 92.84%
Keerthana et al. [70] 200 tooth x-rays 4 types 92.54%
Chen et al. [71] 1250 dental periapical films 32 types 71.5% to 91.7%
Prados-Privado et al. [92] 8000 OPGs *32/8 types 93.83%
Ours 86495 teeth 4, 8, 16 and 32 types 87.24% to 99.15%

4, 8, 16 and 32 types  83.74% to 97.99%

neighboring teeth is incorporated in multiple stages, which
ultimately corrects miss-classifications. While this approach
is valid in some cases, a fair comparison is only possible when
no post-processing is applied. Thus, our model outperforms
this study with an accuracy of 87.24% for healthy, unaltered
teeth and an overall accuracy of 83.74%. While relatively
close in performance, we believe that our model performs
better due to sample size, model capacity, and the solitary
focus on tooth type determination. Prados-Privado et al. [92]
determine the tooth type on panoramic dental x-ray images.
They do not use any neighborhood-based post-processing of
results, but they use symmetries of teeth to simplify their
problem from the 32-class approach to the 8-class approach.
Additionally, while not going into an exhaustive analysis,
they have some insight into the impact of tooth alterations,
claiming that ‘“‘the network is capable of correctly number-
ing teeth that contain metal parts, or any other treatment
performed on it such as filled teeth, but in the case of the
prosthetic crown, it detects a single tooth.” [92] Our model
achieves only an accuracy of 87.24% on healthy, unaltered
teeth for the 32-class case and an overall accuracy of 83.74%.
However, as [92] uses the 8-class approach, which is then
post-processed into the 32-class case, we believe that com-
parison to our 8-class results is more appropriate. In that case,
we achieve an accuracy of 95.53% on healthy, unaltered teeth
and an overall accuracy of 92.40%. While we cannot come to
a definitive conclusion given the differences in approaches
and missing information about the properties of the dataset,
and given the difference in sample size, we believe that
the performance of both models is in-line with our method
performing on par while having less information available to
analyze.

VIi. CONCLUSION

Age estimation and sex assessment are two cornerstone
tasks of forensic odontology. Current state-of-the-art meth-
ods for those tasks rely on manual measurements, which
are time-consuming, repetitive, and can introduce human
error. It is also often necessary to know which tooth type
is being analyzed for individual teeth. This tooth type
determination is too done with manual measurements and
estimations.

In this study, we have exhaustively analyzed deep learning
as the approach to automate those tasks, speed them up,
remove human error, and match or improve current per-
formance. We propose three models based on deep con-
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volutional neural networks that automatically analyze an
x-ray image of a tooth, estimate the age, assess the sex,
or determine the tooth type. Additionally, we have evalu-
ated the possibility of designing a multi-task model, which
would reduce the amount of computing resources neces-
sary and potentially increase the overall performance across
all tasks.

The models are designed and evaluated on one of the
largest and most extensive datasets of individual tooth x-ray
images in literature, containing 86495 images. The dataset
also has an advantage over other datasets of this kind, as it
offers a subset of not only imperfect dentition, which is
notably mostly absent in forensic odontology research but
also annotations of tooth status. These tooth status annota-
tions have allowed us to analyze the models from a novel
point of view, highlighting the performance of the models on
perfect and imperfect dentition, as well as the impact specific
alterations can have on the tasks.

The performance of the constructed models is equal to
or better than current state-of-the-art methods in forensic
odontology. In addition, this approach solves reproducibility
and human error problems while simultaneously reducing the
forensic estimation time to a minimum. This study explores
a vast space of models, not only producing usable models but
also showing which state-of-the-art feature extraction archi-
tectures perform best and in which conditions. These results
are achieved and validated on one of the most extensive
datasets in literature. This approach also expands the variety
of samples that can be used in forensic analysis, as they
work well with common tooth alterations, albeit with slightly
decreased average performance.

In conclusion, the proposed approach and the designed
and created models achieve an accuracy of 76.41% for sex
assessment, a median absolute error of 4.94 years for age
estimation, and an accuracy of 87.24% to 99.15% for tooth
type determination, and this study shows that alterations on
average hinder the correct classification and estimation with
different magnitudes of impact for almost all cases, with an
exception for age estimation of older samples, where the
damage and decay are successfully used by the model as age
indicators.
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